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Figure 1: Left: Scatter plot of inferred strength of steering measured by the likelihood that a user is active (x axis) and the number of actions the user performs (y axis). Values near 0 indicate little to no steering whereas values near 1 indicate users strongly steer toward achieving the badge. Top right: 5 samples of the action count trajectories from "strong-steered" users. The plots show the true number of question-vote actions (dashed line) alongside the expected number under the model (solid line) around day 0 (the day of badge acquisition) marked by the red vertical line. These users dramatically increase their activity (number of actions) as they near day 0 and sharply drop their activity after achieving the badge. Bottom Right: 5 samples of the action count trajectories from "non-steered" users. These users do not change their activity around day 0.

ABSTRACT

According to the goal-gradient hypothesis, people increase their efforts toward a reward as they close in on the reward. This hypothesis has recently been used to explain users’ behavior in online communities that use badges as rewards for completing specific activities. In such settings, users exhibit a “steering effect,” a dramatic increase in activity as the users approach a badge threshold, thereby following the predictions made by the goal-gradient hypothesis. This paper provides a new probabilistic model of users’ behavior, which captures users who exhibit different levels of steering. We apply this model to data from the popular Q&A site, Stack Overflow, and study users who achieve one of the badges available on this platform. Our results show that only a fraction (20%) of all users strongly experience steering, whereas the activity of more than 40% of badge achievers appears not to be affected by the badge. In particular, we find that for some of the population, an increased activity in and around the badge acquisition date may reflect a statistical artifact rather than steering, as was previously thought in prior work. These results are important for system designers who hope to motivate and guide their users towards certain actions. We have highlighted the need for further studies which investigate what motivations drive the non-steered users to contribute to online communities.
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1 INTRODUCTION

A well known finding from behavioral science research is that efforts towards a goal increase with proximity to the goal. This phenomenon, termed the goal-gradient hypothesis, has been demonstrated in a variety of settings, from animal studies in the lab to consumer purchasing behavior [9, 13]. More recently, the goal-gradient effect was observed in people’s behavior in online communities in the presence of virtual rewards such as badges and reputation points [1, 16]. We study this “steering” phenomenon in one such community, that of Stack Overflow (SO). We identify who exhibits steering, who does not, and how this steering behavior can be characterized from observational data.

We present a generative model of steering as the deviation from users’ default rate of activity while allowing individual users to vary in their adherence to this deviation. The model is able to fit a complex multimodal distribution over the parameters governing users’ activities. This allows it to capture different levels of steering in the population. We apply the model to SO data which includes the interaction history of people who achieved a common badge type. When the badge threshold is crossed, meaning the user completes a requisite number of a certain action type on the platform, the badge is awarded. Using the model and the interaction data, we investigate the following research questions: Are all badge achievers affected by the goal-gradient (or steering) hypothesis in the same way? If some users do not steer, what portion of the population falls under this category? Finally, does the presence of these users in the data set change any conclusions that were previously drawn about the phenomenon of steering?

Results show the model to provide a good fit to the data, and they revealed the following insights: First, more than 40% of the users (Figure 1, scatter plot — bottom left) exhibit a consistent activity rate that does not appear to be affected by the badge. In addition, we prove that the mean activity count for these users is consistent with that of a random process. Second, about 20% of users dramatically increase their rate of activity prior to achieving the badge (Figure 1, scatter plot - top right). It is the effect of this small population of steered users on aggregate measures that have led to previous claims of steering [1]. Third, the majority of these steered users (Figure 1, top right) decrease their activity rate beyond what is claimed in prior work [1], reaching close to 0 after the badge has been achieved.

This paper is first to provide a data-driven approach to the design and evaluation of models for studying user behavior in the presence of threshold badges. The model can be fit to and tested on real-world data (e.g., from SO in this paper) and can thereby be used to test hypotheses about users’ steering behavior, leading to better understanding of how badges motivate users in online communities.

2 RELATED WORK

We begin by relating to the general literature on the effect of badges in online communities. We then present in detail the specific work of Anderson et al. [1] which helps to motivate the generative models that we develop in Section 3.

2.1 The Study of Online Badges

The goal-gradient hypothesis stems from behavioral research where animals were observed to increase their effort as they approach a reward [9, 13]. Kivetz et al. [13] studied the behavior of different populations of people who were working toward various rewards and concluded that the hypothesis holds true for people. Subjects who received a loyalty card, which tracked the number of coffees purchased from a local coffee chain, purchased coffee significantly more frequently the closer they were to earning a free cup of coffee. The authors recognized the existence of a group of participants who did not complete their coffee cards for the duration of the study, and did not exhibit a noticeable change in their coffee purchasing habits. They concluded that the loyalty card effect was constrained to the population of participants who handed in their completed loyalty cards in exchange for the free-coffee reward.

Anderson et al. [1] and Mutter and Kundisch [16] were the first to study the goal-gradient hypothesis in online settings. They studied the observed effect of badges on the behavior of participants in large Q&A sites. Both studies found evidence that users increase their rate of work as they approach the badge threshold. However, they did not address the possibility that some users might achieve the badge as a consequence of their routine interactions on the website rather than being steered by the badge. There is a possibility that people’s actions are governed by motivations other than badges. We extend these works by allowing for this possibility, such that we can characterize the true changes to users’ behavior under the influence of a badge, and distinguish this from the case where users do not noticeably change their interaction patterns.

Other studies have independently confirmed that the presence of online badges increases the probability that a user will act in a manner to achieve the badge, as well as the rate at which the user will perform those actions [6, 10, 14, 21]. Kusmierzczuk and Gomez-Rodriguez [14] highlight the importance of modeling the “utility heterogeneity” among the users but they study badges which have a threshold of 1 and do not characterize how one might change one’s behavior in the presence of the badge incentive. Yanovsky et al. [21] study the presence of different populations within the SO database by employing a clustering routine. They discovered notably different responses to the badge based on the cluster that a user belongs to. Their study did not acknowledge the possibility that the observed data might be consistent with a hypothesis that some users do not exhibit steering. Anderson et al. [2] studied the implementation of a badge system in a massive open online course and they provide a prescriptive system for the design of badges such that there is a maximum effect on the population. Zhang et al. [22] suggest that SO create new badges to encourage users to integrate helpful comments into the accepted answers. They thereby present an example of how system designers might use a badge to encourage a desired behavior from their user base.

2.2 A Utility Model for Steering

Most relevant to our work is the paper of Anderson et al. [1], who present a parametric description of a user’s utility when the user is
steered by badges. This model is generative in that it describes the change to a user’s distribution over actions under the assumption that the user tries to maximize some utility derived by earning new badges. The model describes a user as having a preferred distribution from which actions are sampled. As users approach the required threshold for achieving a badge, they deviate from their preferred distributions. The deviation from the preferred distribution is controlled by the utility gained by achieving the badge and the cost for deviating from the preferred distribution.

We let \( A_u^d \) refer to the distribution over the count of actions that a user \( u \) takes on day \( d \). The user’s utility is a function of \( A_u^d \) and it is the sum of three terms. The first term, \( \sum_{b \in B} I_b V_b \), is the non-negative value that a user derives from already-attained badge rewards (where \( V_b \) is the assumed value of a badge and \( I_b \) is the indicator that the user has attained badge \( b \)). The second term, \( \mathbb{E}_{A_u^d} [U_{u,d} (A_u^{d+1})] \), describes the user’s expected future utility, discounted by \( \theta \), when acting under the distribution \( A_u^d \). The final term, \( g(A_u^{d}, P_{du}) \), is a cost function that penalises the user for deviating from the preferred distribution \( P_{du} \) on that day. The cost \( g \) represents the unwillingness of the users to change their behavior, and it is in tension with the users’ desire to achieve future badges.

The utility on day \( d \) for user \( u \) is then [1]:

\[
U_{u,d}(A_u^d) = \sum_{b \in B} I_b V_b^b + \mathbb{E}_{A_u^d} [U_{u,d} (A_u^{d+1})] - g(A_u^d, P_{du})
\]

It is important to note that the cost term \( g \) is only paid when users deviate from their preferred distribution \( P_{du} \). As such, this model assumes users deviate only to attain the value from the badge and only if that value outweighs the cost that is paid for deviating. This means that a deviation on the rate of actions which are incentivized by the badge must be an increase before the badge is achieved and cannot be an increase after the badge is achieved. We will make these same assumptions in the models in Section 3.1.

This utility-based model presents a compelling description of how people respond to badges; however, it was not evaluated or tested by fitting it to specific data from SO. Rather, predictions of the model were compared to aggregated data from SO and we show in Section 6 that the aggregated analysis from this count data can lead to incorrect conclusions. The lack of analysis on individual level predictions limits the credibility of the study as well as its practicality — it is difficult to apply the utility-based model to the placement of badges without a means of determining the appropriate model parameters for a given community of contributors.

In this work we address the shortcomings of the utility-based approach by introducing a probabilistic model which allows us to use the vast literature on posterior inference in such models to assist with parameter estimation [4, 11, 12, 19, 20]. The probabilistic model has two advantages over this prior work: (1) posterior distributions for latent parameters in the model can be learnt from real-world interaction data and (2) the model’s fit to data can be used to test and update scientific hypotheses (for example, in this paper we propose and validate that while some users may steer in a similar way, there may exist users who do not experience steering).

3 MODELING USER ACTIVITIES

We model users’ activities in SO as a distribution over their action counts. The model aims to incorporate the major aspects of the utility model from Anderson et al. [1] but it frames the problem such that parameters can be estimated from data and the models can be tested on their fit to unseen user action data to allow for model comparison [4, 7]. Moreover, the model allows for different users to experience different levels of steering.

In Section 3.1, we begin by providing a conceptual generative model of user activities in SO. Sections 3.2 and 3.3 describe the specifics of the model parameters. Finally, in Section 3.4 we detail how the latent parameters are represented by the model.

3.1 A Generative Model of Steering

Let \( P_{du} \) be a latent parameter that controls the rate of activity for user \( u \); this is the preferred distribution of user \( u \). \( P_{du} \) induces a probability distribution over the action counts \( A_u \) of user \( u \). Let \( \beta \) denote the deviation of the user’s activity from \( P_{du} \) as a result of steering. The observed data for each user, \( A_u \), consists of daily action counts for a predetermined number of weeks before and after achieving the badge. Thus, for \( D \) days of interaction, \( P_{du}, A_u \) and \( \beta \) are all vectors of length \( D \).

Figure 2 presents generative models of user behavior in SO. White circles denote latent random variables and colored circles denote observed random variables; solid lines represent conditional dependence. Model 0 (left) describes a non-steering model, in which the observed action counts \( A_u \) depend only on the user’s preferred distribution \( P_{du} \). Model 1 (right) is a steering model in which a user deviates systematically from \( P_{du} \) in a manner that is controlled by \( \beta \). As the values for \( \beta \) increase (above 0), the user experiences an increased rate of actions (above their preferred distribution). Similarly, as \( \beta \) decreases (below 0), the user experiences an decreased rate of actions. Model 1 assumes that all users are steered in the same way. Model 2 (bottom) relaxes this assumption by introducing a user-specific strength parameter \( S_u \) which mediates the effect of \( \beta \) for user \( u \). As \( S_u \) decreases, the user deviates less from their base distribution. When \( S_u \) is very close to zero, the user’s activity converges to that described by Model 0.

The parameter \( \beta \) that controls how a user responds to the badge is a vector of length \( D \) (each day relative to the badge indicates a different amount of steering). To reflect the intuition developed by Anderson et al. [1] and explained in Section 2.2, we constrain \( \beta \) to be non-negative before day 0 — the day when the user achieves the badge. Moreover, \( \beta \) is constrained to be non-positive after this day to reflect the intuition that a user gains no further utility from the badge once it has been achieved (and thus does not work harder than his preferred distribution \( P_{du} \)). \( \beta \) therefore implicitly includes the trade-off between the cost function \( g \) and the badge utility \( V \) discussed in Section 2.2.

\(^1\)Anderson et al. [1] coined the term “steering” which refers to the goal-gradient effect in the context of badges.

\(^2\)Our notation differs slightly from that of Anderson et al. [1]. Anderson et al. [1] uses a parameter \( x_u \) to refer to a user’s distribution over the next action. We rather use \( A_u^d \) to denote the distribution over the count of actions on a particular day. The two are linked (the distribution over the next action influences the count of actions on a specific day), however, we choose to model directly the data that is available from SO.
3.3 Deriving the Rate Parameters $\alpha_u$ and $\lambda_u$

This section connects the rate parameters $\alpha_u$ and $\lambda_u$ to the generative models of Section 3.1. Each of $P_u$, $\beta$, and $S_u$ includes two components, one to determine each of $\alpha_u$ and $\lambda_u$. For $D$ days of interaction, $P_u = (P_{u,1}, P_{u,2})$ comprises two real-valued vectors, each of length $D$. $P_{u,1}$ is the user’s preferred distribution that is associated with $\alpha_u$ and $P_{u,2}$ is the user’s preferred distribution associated with the parameter $\lambda_u$. Similarly, $\beta = (\beta_1, \beta_2)$ comprises two real-valued vectors of length $D$, where $\beta_1$ is associated with $\alpha_u$ and $\beta_2$ is also associated with $\lambda_u$. Finally, $S_u = (S_{u,1}, S_{u,2})$, is a tuple of two numbers between 0 and 1 which mediate (multiply) $\beta_1$ and $\beta_2$ for user $u$.

Equation (2) derives a vector of probability values $\alpha_u$ (one for each day of interaction) as the element-wise sigmoid transformation of a vector that is the addition of the user’s preferred distribution $P_{u,1}$ with $\beta_1$ where $\beta_1$ is mediated by (multiplied by) $S_{u,1}$. Equation (2) also derives a vector of strictly positive rate values $\lambda_u$ (one for each day of interaction) as the element-wise softplus transformation of the vector $P_{u,2} + S_{u,2} \times \beta_2$.

$$\alpha_u = \sigma(P_{u,1} + S_{u,1} \times \beta_1)$$
$$\lambda_u = \text{softplus}(P_{u,2} + S_{u,2} \times \beta_2)$$

The complete generative description for Model 2 is as follows (Models 1 and 0 are generated in the same way, with parameter $S_u$ set to 1 and 0 respectively):

1. Sample $P_u$ and $S_u$ from their prior distributions (see Section 3.4).
2. Compute $\alpha_u$ and $\lambda_u$ using Equation (2).
3. Sample the vector of the counts of actions for user $u$ from the zero-inflated Poisson as in Equation (1).

3.4 Generating the Latent Parameters $P_u$ and $S_u$

The distributions over $P_u$ and $S_u$ can be complex and multi-modal (reflecting that people display varying activity patterns). Following Rezende and Mohamed [20], we represent these distributions with a simple distribution (often an $m$-dimensional Gaussian) which we transform via a series of bijective mappings to form a complex and possibly multi-modal distribution [18, 20]. The use of such transformations, called normalizing flows, has been shown to improve the modeling of complex distributions [18].

The output of the normalizing flows corresponds to a sample in latent space from the generating distribution for a user’s preferred distribution. We transform the output through a feed-forward network to a real-valued vector which is $P_u$. In this work we constrain $P_u$ such that it can learn a different distribution for each day of the week. This is to enforce that $P_u$ does not evolve though time but to allow different days to have different expected activity rates.

The distribution over the steering parameters $S_u$ for Model 2 are assigned to be two elements in the $m$-dimensional vector after the transformations from the normalizing flows. In this way, the latent dimensionality for all three models in Figure 2 is kept constant. These real values are transformed via a sigmoid function to create $S_{u,1}, S_{u,2} \in (0, 1)$. The dimensions, number of hidden units, and number of layers in this setup can be found in Appendix B.3

3 Modeling and inference code can be found at the repository: anonymous for review.
4 AMORTIZED VARIATIONAL INFERENCE FOR STEERING

To infer the underlying parameters over the latent space, we use amortized inference [12, 19]. Amortized inference uses a neural network to encode a data point into the latent parameters that are associated with its posterior distribution. Moreover, the inference objective allows model comparison such that hypotheses about the data can be tested (e.g., allowing us to validate the inclusion of the steering parameter $S_0$).

A fully-specified generative model defines a joint distribution over some latent random variables ($z$) and the observed random variables ($x$). The challenge is to infer the posterior of the latent parameters given the data that was actually observed $p(z \mid x)$. For all but a handful of conjugate models, the posterior is intractable to derive analytically. It is therefore common to use approximate methods which include Markov chain Monte Carlo [17] and variational inference [5, 8]. Variational inference is a popular method for approximating the intractable posterior distribution by introducing a different (and more easily sampled from and evaluated) distribution over the same latent variables, $q(z)$. By minimizing the KL-divergence between $q(z)$ and the true posterior $p(z \mid x)$, one obtains an approximation to the true posterior [8].

Traditionally, variational inference proposes to update the parameters of the approximation with a (optionally stochastic) coordinate ascent routine, presenting an algorithm that has strong ties to expectation-maximization [3]. More recently, Kingma and Welling [12] proposed that the parameters of the approximation $q(z)$ rather be learnt as a function of an inference network such that the shared parameters of the network amortize the learning across the data examples. This new form of variational inference proposes that the parameters of the approximating distribution then are the transformation of the input data point through some network. The use of inference networks, along with the reparameterization trick (to allow for efficient back-propagation computation), has collectively been called "black-box variational inference" [19]. If this inference network is paired with a twin generator network, the variational auto-encoder from Kingma and Welling [12] is recovered.

It is important to note that minimizing the KL-divergence between $q(z)$ and $p(z \mid x)$ is equivalent to maximizing the variational objective, called the Evidence Lower BOund (see Hoffman et al. [8] for a derivation and discussion). This ELBO derives its namesake from the fact that it lower-bounds the marginal log-likelihood of the data under the assumptions of the model, a fact easily derived in the next equation, where Jensen’s inequality is applied in the final line. It is due to this lower bound on the marginal log-likelihood, that it is also common to use the ELBO for model comparison (as is done in Section 5.1).

\[
\log p(x) = \log \int p(x, z)dz = \log \int p(x, z)q(z)dz = \log \mathbb{E}_q(z) \left[ \frac{p(x, z)}{q(z)} \right] \geq \mathbb{E}_q(z) \left[ \log \frac{p(x, z)}{q(z)} \right] := \text{ELBO(x)}
\]

5 EMPIRICAL STUDY

SO has provided us with the anonymized data of the interaction of users on the site from January 2017 to April 2019. We focus our analysis on the 6,916 users who achieved the Electorate badge, which is awarded to users who vote on 600 questions, with at least 25% of their total votes cast on questions.\(^4\) This is the same badge type that was studied by Anderson et al. [1]. The observed data is the number of actions (question votes) per user per day for 5 weeks before and after achieving the badge, making 70 days of interaction per person.

We compare the performance of Model 2, Model 1, and Model 0 as described in Section 3.1. We also include a naive baseline that uses maximum likelihood assignments for the rate parameters by setting $\alpha_u$ to equal the fraction of users who were active on day $u$, and $\lambda_u$ to equal the mean of the active users’ action counts for day $u$. For all models, we report two measures of performance: the evidence lower bound (the ELBO), which is the lower-bound on the marginal log-likelihood of the data under the model assumptions [8, 12, 20]; and the mean square error (MSE) of the model for reconstructing the original number of actions for each user. Parameter estimation is done in Pytorch and Adam is used to maximize the ELBO with a learning rate of 0.001. We set the dimensionality of the latent space to $m := 20$ and use planar normalizing flows with 12 layers [20].

5.1 Model Comparison

We trained the models using the data of 4,149 users (validation set of 1,386 users,) while results are reported on a hold-out test set of 1,381 users. Table 1 compares the performance of the models on this test set. The results from Table 1 show that Model 2 outperforms the other models achieving a higher bound on the marginal log-likelihood and a lower reconstruction error on unseen data. Moreover, the benefit of the amortized approach (which learns a complex representation of $P_u$ for each user) is demonstrated in that Models 0, 1 and 2 all had a higher ELBO and consequently a lower reconstruction error than the naive baseline. Both Model 1 and 2 outperform Model 0, suggesting that the inclusion of the steering parameter $\beta$ does increase the probability of the data.

Figure 1 (left) presents a scatter plot of the magnitude of the inferred $S_{u,1}$ and $S_{u,2}$ parameters. Each point in the scatter plot corresponds to a user. The scatter plot shows two clear modes. One mode is in the top right corner of the plot which corresponds to users with $(S_{u,1}, S_{u,2}) \approx (1, 1)$. We refer to the roughly 20% of users

\(^4\)The data from the users’ voting actions is not publicly available but qualitatively similar results can be obtained on other badge types in the freely available repository of data found at https://archive.org/details/stackexchange. We thank SO for the access to this voting data.

<table>
<thead>
<tr>
<th>Model</th>
<th>ELBO</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 2 (w/ $S_u$)</td>
<td>−79.3</td>
<td>0.126</td>
</tr>
<tr>
<td>Model 1 (w/o $S_u$)</td>
<td>−104.9</td>
<td>0.174</td>
</tr>
<tr>
<td>Model 0 (Baseline)</td>
<td>−116.1</td>
<td>0.179</td>
</tr>
<tr>
<td>Naive Baseline</td>
<td>−460.7</td>
<td>49.33</td>
</tr>
</tbody>
</table>

Table 1: ELBO (lower bound to log-likelihood) and mean squared error reconstruction.
in this mode as the “strong-steerers” because they adhere strictly to the β deviation. The second, and larger, mode is in the bottom left of the plot which corresponds to \((S_u, 1, S_u, 2) \approx (0, 0)\). We refer to the roughly 40% of users in this mode as the “non-steerers” as they appear to eschew the β deviation.

We show 5 samples from the strong-steered population on the top-right hand corner of Figure 1. The plots show the true count of actions as a function of time alongside the expected number of actions under the assumptions of Model 2. The red vertical line, on day 0, corresponds to the day that the user achieved the Electorate badge. It is important to note the high number of actions (both expected and true) before day 0 when the badge was achieved. After day 0, both the true and expected numbers of actions drop dramatically.

In contrast to these strong-steered users, the bottom right of Figure 1 presents 5 samples from the non-steered population. The counts of actions appear to show no change around day 0. These users appear not to change their behavior in the presence of the badge.

### 5.2 Analysis of Steering

The form of the inferred parameter β shows the effect of steering on users over time. The plot of β as a function of time is presented in Figure 3. The magnitude of the values of β indicate direct changes to the probability that the user is active, as well as expected changes in the number of actions on a given day. In accordance with related work, users increase their action count as they approach the day upon which they achieved the badge \([1, 6, 16]\). At its peak, \(β_2\) suggests that the strong-steerers will increase the number of actions (over their preferred distribution) by approximately 15 question-votes.

A novel insight of our model is that β decreases below 0 after the badge has been achieved. That is, users may decrease their activity beyond their preferred distribution level after they have achieved the badge. This result suggests that for those users who are steered strongly, they may stop contributing altogether once the badge has been achieved.

Figure 4 presents the mean number of interactions per user as a function of the number of days until/after the badge is achieved. The three lines correspond to the three groups from Figure 1: non-steerers, strong-steerer and the other users who are in neither of the two modes. We choose a deliberately low cutoff \((S_u, 1, S_u, 2) > (3, 3)\) to define a user as a member of the strong-steerer group but enforce that only users with low values \((S_u, 1, S_u, 2) < (2, 1)\) be considered as non-steerers. In particular, we highlight the strong-steerers, 20.9% of users, who experience steering as is described by previous work — they increase their rate of work dramatically before the badge is achieved. Notice that the mean interaction count from these users’ drops passed the other groups to close to 0 after achieving the badge. In Figure 4b, we present the mean number of interactions per user for only the 5 weeks after the badge has been achieved, such that this behavior can be properly seen.

We also highlight the non-steered population (41.8%) who show no change in interaction rates before or after the receipt of the badge. There is a distinct uptick in the mean number of question-vote actions on the day before and on the day of the badge achievement (Figure 4, orange line). It is possible that this “bump” might mistakenly be seen as the response of the users to the badge incentive.
Table 2: Number of users where the latent parameter \( S \) is used to threshold the amount of steering.

<table>
<thead>
<tr>
<th>Group</th>
<th>((S_1; S_2))</th>
<th># Users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-steerer</td>
<td>((S_1, S_2) &lt; (0.2, 0.1))</td>
<td>2890(41.79%)</td>
</tr>
<tr>
<td>Other</td>
<td>Other</td>
<td>2579(37.29%)</td>
</tr>
<tr>
<td>Strong-steerer</td>
<td>((S_1, S_2) &gt; (0.3, 0.3))</td>
<td>1447(20.92%)</td>
</tr>
</tbody>
</table>

In fact this bump is an artifact of the analysis technique which centers trajectories around a threshold that is crossed by the cumulative sum of the trajectory entries (see Section 6 and Appendix A for a discussion and proof of this claim).

Table 2 presents the sizes of these three groups (when considering the entire data set). We highlight the fact that the non-steerer population is twice as large as the strong-steerer population and while the strong-steerer population is the minority, it is the highly engaged interaction activity from these users that may have led to some previous conclusions about steering.

Our final result studies the number of badges that are achieved by the 20.9% of the population who are characterised as strong-steerers in comparison to the 41.8% of the population who, we claim, do not act in a manner that indicates steering. Figure 5 shows a mode on 1 badge (given the data during the available interval) for the non-steered population with an exponential decay in the number of people who achieve two or more badges. In contrast, the steered population has a much greater count of two or more badges. We argue this is further evidence for the claim that the group in the top right of the scatter plot in Figure 1 actively pursues badges while the same cannot be said for the group in the bottom left.

Figure 5: Normalized histogram of the number of badges achieved by the strong-steerer and non-steerer populations respectively.

6 THE PHANTOM STEERING EFFECT

The population of non-steerers in Figure 4a displays a sharp uptick in the mean of their action count on the day before and on the day of the badge achievement. We prove that such a bump arises as an artifact of centering the data on day 0, and is therefore expected to arise even in the absence of a steering effect. We show this “phantom steering” bump occurs in the setting of Model 0 (Figure 2) where daily action counts are independent draws from some unchanging latent distribution. Our proof (and the intuition arising from it) suggests that a similar bump arises in the presence of steering as well. It is possible that this bump may have served to inflate previous conclusions about how users change their behavior when working to achieve badges [1].

We also derive the expected size of this bump, and evaluate the extent to which these variously-steered populations’ bumps can be explained by this statistical artifact.

6.1 Derivation of Phantom Steering for Model 0

For users acting under Model 0 we present Theorem 6.1, which implies that for sufficiently large badge thresholds the expected number of actions on day 0 (the day of badge achievement) is greater than the expected number of actions on any other day.

We introduce this theorem via the following intuitive example: Suppose that the badge threshold \( N \) is chosen randomly from some large range \( N \in [m, M] \) of possible action counts. Let \( S_n \) be the cumulative number of actions from a user up to (and including) day \( n \). As long as the user continues to act on the platform, \( S_n \) will eventually traverse the interval \([m, M]\). Moreover, as the count of actions on any day \( n \) is a random variable (drawn from the user’s preferred distribution), \( S_n \) is more likely to cross the threshold \( N \) on a day on which the user makes relatively more contributions. This claim holds even when actions are drawn under the no-steering assumptions of Model 0 which assumes that users’ action counts on each day are independent draws from their preferred distribution \( P_u \) (which is not influenced by steering).

We formalize this intuition in Theorem 6.1, the proof of which appears in Appendix A. Recall that the random variable \( A^0_u \) describes the number of actions that user \( u \) performs on the day that they receive the badge. Denote the number of actions required to achieve the badge by \( N \), and let \( A^0_{u,N} \) denote this random variable when the badge threshold is \( N \) actions and user \( u \) acts according to Model 0.

**Theorem 6.1.** If \( P_u \) is bounded then:

\[
\lim_{{N \to \infty}} \mathbb{E}[A^0_{u,N}] = \mathbb{E}[P_u] + \frac{\text{Var}[P_u]}{\mathbb{E}[P_u]}.
\]

This expected bump size holds in the limit as the badge threshold becomes large with respect to the mean of \( P_u \). For fixed \( P_u \) the convergence to this limit is exponential in the threshold.

Theorem 6.1 applies when a user’s distribution is identical for all days and their actions are drawn independently from it. In order to distinguish between days of the week as in Section 3.4, we now generalize this theorem to the setting where each user has a distinct distribution for each day of the week and they draw from these distributions independently in turn. Let \( r \in \{1, \ldots, 7\} \) index days of the week. Because the \( P^d_u \) are indexed by day where \( d = 0 \) is the badge, the sequence \( P^1_u, \ldots, P^d_u, \ldots, P^7_u, P^d_u, \ldots \) is the vector of a user’s preferred distribution for the entire period under study.\(^5\) We generalize Theorem 6.1 to the following result, the proof of which is also relegated to Appendix A:

\(^{5}\)Note that days are indexed arbitrarily for different users indicating that they may start their interaction, and achieve the badge, on any random day.
Theorem 6.2. If each of the distributions $P_u^0, \ldots, P_u^T$ is finite and nonzero (and nonnegative and integer valued), then
\[
\lim_{N \to \infty} \frac{\sum_{T=1}^{N} \mathbb{E}[P_u^T]}{\sum_{T=1}^{N} \mathbb{E}[P_u^T]} = \frac{\sum_{T=1}^{T} \mathbb{E}[P_u^T]^2}{\sum_{T=1}^{T} \mathbb{E}[P_u^T]}.
\]

6.2 Empirical Comparison to the Non-Steerers
We compare the observed data under the assumptions of Model 0 to the theoretical predictions of Theorem 6.2. For each user $u$ in the non-steerer population and for each day of the week $t$, we use the data $a_u^t, a_u^{t+T}, \ldots, a_u^{t+KT}$ of their day-of-the-week contributions for the 10 weeks under study to compute a sample mean and (unbiased) sample variance of their action distributions for each day of the week,
\[
\bar{\mu}_u := \frac{1}{K} \sum_{k=0}^{K} a_u^{t+kT}, \quad s_u^2 := \frac{1}{K-1} \sum_{k=1}^{K} (a_u^{t+kT} - \bar{\mu}_u)^2.
\]
We use the right-hand side of Theorem 6.2 to create an estimator $B_u$ of the expectation $\mathbb{E}[a_u^0]$ under the assumptions of Model 0:
\[
B_u := \frac{\sum_{T=1}^{T} ((\hat{\mu}_u)^2 + s_u^2)}{\sum_{T=1}^{T} \hat{\mu}_u}.
\]

Figure 6 plots a density of the residuals $r_u = B_u - a_u^0$, which are created by subtracting the user’s actual number of actions on day 0 from their expected number of actions under the theoretical model of the phantom steering bump. Figure 6a shows the density for the residuals from the non-steerer population (who are assumed to act under Model 0). We compare this to the density that arises from the strong-steerer population in Figure 6b (which is not expected to conform to Model 0).

It is striking that in Figure 6a the residuals are symmetric and centered nearly at 0, which suggests that for the non-steerer group this $B_u$ is in fact an accurate estimate of $a_u^0$ on average. Moreover, this means that the observed contributions of users identified as non-steerers on the day of the badge are consistent with what we would expect under the assumptions of Model 0: that their number of actions on any given day is an independent draw from some day-of-the-week distribution, and they are not affected by badge proximity at all. Notably, as we move to the group of users identified as strong-steerers, the residuals skew asymmetrically and shift towards negative values. This signifies that the estimate $B_u$ for a user’s day 0 contributions systematically underestimates their actual number of contributions for the users which we identify as strong-steerers. Just as Theorem 6.2 and Model 0 might suggest that Figure 6a is symmetric and centered zero, this bias in Figure 6b is precisely what the goal-gradient hypothesis predicts for steered users.

7 LIMITATIONS
The empirical study in Section 5 has a number of limitations which we list here. However, we note that most of these limitations can be addressed in future work which is discussed in Section 8.

First, our empirical analysis was limited to 6,916 SO users who achieved the Electorate badge, which is the highest badge category for vote actions. This is a smaller population of users in comparison to the 25,314 users who achieved the other vote-action badge (called the Civic Duty badge). We focused on the former badge as it was the badge associated with the highest reported steering effect from Anderson et al. [1]. Moreover, we did conduct a similar study on these users who achieved the Civic Duty badge, which is awarded for performing 300 vote actions. Our results are qualitatively similar (with a similar clustering of users), but the deviation that is described by $\beta$ is smaller for this population, perhaps reflecting that the badge is easier to achieve and therefore engenders a smaller response from the users. The mean plot of users’ actions (analogous to Figure 4 for the Electorate badge) is available in Appendix C. The thresholds of alternative vote-type badges are set at a single action, and thus steering cannot be measured for users who achieve such badges (however this effect has been studied in Kusmierczyk and Gomez-Rodriguez [14]).

A second limitation that is related to the first is our focus on only one action type, that of voting-actions. We chose to do this in order to study the effect of the badge on the action that it directly incentivizes, which is presumably associated with the largest response to the badge ($\beta$ in our model). This is a limitation as previous work has
We have presented a novel probabilistic model that describes how users do not include the desire to obtain the Electorate badge. While many actions are included in a new likelihood model, a certain type on actions that are not directly incentivized by this badge, as stated by Anderson et al. [1] and Li et al. [15]. Our model has been acknowledged in the context of badges. This statistical artifact raises the possibility that a badge of one type (e.g., incentivizing voting actions) can have effects on actions of another type (e.g., editing or reviewing actions) [1, 16]. We note this is a limitation of our empirical study and not a limitation of the models that have been presented as the models can extend easily to this new setting where many actions are included in a new likelihood model.

A third limitation is that we explicitly assume a single parametric form for the steering parameter $\beta$. This assumption is that all steered users deviate from their preferred distribution in the same way, and that users only differ in the strength parameter $\alpha$. However, it is clear that a significant portion of the population ($\pm 40\%$) are neither steered nor non-steered (they are not in the two modes that are described in Figure 1) leading to the conclusion that this simplifying assumption is inadequate.

Finally, we note a limitation of the modeling approach outlined in Section 3. While the model does provide a good fit to the data, it does not reason about cognitive aspects affecting users’ behavior, such as intention to achieve a badge or motivation to contribute to the site. This is natural given the observational form of this study and we rather focus on providing descriptive insights into peoples’ behavior. The cognitive processes and intrinsic motivations for pursuing badges remains unknown.

8 CONCLUSION AND FUTURE WORK

We have presented a novel probabilistic model that describes how users interact on the SO platform and in particular how these users respond to badge incentives on the website. We demonstrated how this model can be fit to the data that is provided by SO and we investigated the distribution that is learnt over the latent space that this model can be fit to the data. We demonstrated how the “steering effect”.

Our results provide a more informed understanding of how users respond to badges in online communities. First, that some users do exhibit steering supports the claims made by previous work [1, 15, 16, 21]. However, approximately 40% of the population do not exhibit steering. These users do not change the rate of their activity for the 10 weeks under study, rather they continue to act with the same rate well after the badge has been achieved. This suggests that these users have reasons for performing voting actions on SO which do not include the desire to obtain the Electorate badge.

Second, the 20% of the population identified as strong-steerers significantly decrease their level of contributions after day zero, beyond what was previously reported. It is possible that assigning additional badges, with thresholds beyond those already in place in SO will continue to motivate such users.

Third, any analysis of badge behavior must take into account the presence of the phantom steering bump which has not previously been acknowledged in the context of badges. This statistical artifact is model independent and may lead to inflated conclusions about the effect of badges on users’ behavior.

Future work will apply the models of Section 3 on badge types from SO that are awarded for activities other than vote-actions, such as the the Strunk&White or Copy Editor badges that reward editing actions. We wish to study the indirect effect of badges of a certain type on actions that are not directly incentivized by this badge, as stated by Anderson et al. [1] and Li et al. [15]. Our model can be directly applied to studying this question by modeling the likelihood of activities as a vector for each action type.

Also, we will update the model to include multiple $\beta$ parameters to capture different responses to badges across users. It is possible that the roughly 40% of users who are not well described by Model 2 have responses that are not described by a single $\beta$ parameter and allowing for this more intricate model will allow to capture more users into some behavioral archetype.

A final exciting note for this work is that we are in the process of working with SO to run a survey of the users on the website. A deeper understanding of how and why users contribute to these peer-production websites will inform the design of more personalized and effective rewards that motivate and engage the users.
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APPENDIX

A OMITTED PROOFS

Here we present the proof of Theorem 6.1, which we restate here in a more general setting. Let $X$ be a nonnegative, bounded, and integer-valued random variable. Let $(X_n)_{n \in \mathbb{N}}$ be independent random variables which are distributed identically to $X$. We will be concerned with the partial sums $S_n = \sum_{m=1}^{n} X_m$. Let $Y_n$ denote the random variable which is the copy $X^m$ that brings $S_n$ across the threshold $N$; that is, for which $S_{m-1} < N$ and $S_m \geq N$.

**Theorem A.1.** If $X$ is nonnegative, integer-valued, and bounded
then
\[
\lim_{N \to \infty} \mathbb{E}[Y_N] = \mathbb{E}[X] + \frac{\text{Var}[X]}{\mathbb{E}[X]}.
\]

More generally, we also consider the case when the $X$ are drawn from distributions $X_1, \ldots, X_r, \ldots, X^N$ repeatedly in turn. Then the partial sums are $S_n = \sum_{m=1}^{n} X_m \mod N$, where all copies of $X^N$ are independent. Let $\xi_1, \ldots, \xi_r$ denote the event that $Y_n$ is drawn from distribution $X_{\xi_r}$, and let $Z = \sum_{r=1}^{D} X^r$. For this setting we have the following theorem:

**Theorem A.2.** If each of the distributions $X^r$ is finite, nonzero, nonnegative, and integer valued then
\[
\lim_{N \to \infty} \mathbb{E}[Y_N] = \mathbb{E}[X] + \frac{\text{Var}[X]}{\mathbb{E}[X]}.
\]

Theorem A.1 follows directly from Theorem A.2 by taking the $X^r$ to be identically distributed. Therefore we focus on proving Theorem A.2.

We begin by showing that the likelihood of the sequence $(S_n)$ visiting any given number $N$ is asymptotically uniform. Let us define $p_m := \mathbb{P}(m \in \mathbb{N} : S_m = n)$ and $g := \gcd(\text{range}(X))$ and observe that if $X > 0$ then $p_m = \Pr(m \in (S_n)]$. Also, if $m \not\in g\mathbb{N}$ then clearly $p_m = 0$. For the $p_m$ for which $m \in g\mathbb{N}$, we have the following lemma:

**Lemma A.3.** If $X$ is nonzero, nonnegative, and bounded then
\[
\lim_{n \to \infty} p_{gn} = \frac{g}{\mu}.
\]

Proof. First, it suffices to assume that $g = 1$. This is because the integer-valued random variable $X' := X/g$ has mean $\mu/g$ and $\gcd(\text{range}(X')) = 1$, and proving the claim for $X'$ implies the claim for $X$. It also suffices to assume that $X > 0$. This is because the sequence $(S_n)_{n \in \mathbb{N}}$ remains at a specific value $m$ only so long as the independent draws are $X_n = 0$, after which it leaves $m$ forever. The expected number of steps that $(S_n')$ lingers at $m$ for is exactly $\frac{1}{1-\mu}$, where $\alpha = \Pr[X > 0]$. Since $\mu > 0$ by assumption, we may prove the claim for $X'' := X/X > 0$. Then $\mu = \frac{\mu'}{1-\alpha}$ and
\[
p_m = \mathbb{E}[\mathbb{P}(m \in \mathbb{N} : S_n = m)] = \frac{1 - \alpha}{1} \rho_m',
\]
and so proving the claim for $X''$ proves the claim for $X$ also. To conclude, we may assume without loss of generality that $X > 0$ and that $\gcd(\text{range}(X)) = 1$.

Let the maximum value that $X$ obtains be $M := \max(\text{range}(X))$. Then the $p_m$ obey the recurrence
\[
p_m = \sum_{j=1}^{M} p_{m-j} \Pr[X = j]
\]
with the initial conditions $p_0 = 1$ and $p_m = 0$ for all $m < 0$. Because $X$ is bounded by $M$, we may break $\mathbb{N}$ up into "epochs" \{1, \ldots, M\}, \{M+1, \ldots, 2M\}, \ldots, and then define $q_m := p_{kM+r}$ with $q^0 := (0, 1)$. For any $m = kM + r$ we can then iteratively expand the $p_{m-j}$ terms in Equation (4) for which $m - j \geq kM$ until the expression for each $p_m$ depends only on the previous epoch, which gives an alternative recurrence of the form
\[
p_{kM+r} = \sum_{j=1}^{M} \alpha_j p_{(k-1)M+j}
\]
where $r, s \in \mathbb{M}$ (and the initial conditions are the values of $p_0$ for $s \in [M]$). It is important to note that these $\alpha_j$ do not depend on $k$.

These recurrences Equation (4) and Equation (5) give $p_m$ as a convex combination of previous values, and so we may rewrite Equation (5) as $q^k = A^k q^0$, where $A := (\alpha_j)_{r,s \in [M]}$ is a right stochastic square matrix. Furthermore it follows from the assumption $g = 1$ that $A$ is primitive. Therefore the Perron-Frobenius Theorem implies that $A^k$ converges exponentially quickly to a matrix of the form $\tilde{T}u^T$, where $\tilde{T}$ and $u^T$ are the unique right and left eigenvectors of $A$ corresponding to the eigenvalue $\lambda = 1$. In this turn implies that $q^k = A^k q^0$ converges to some uniform vector $(\gamma, \ldots, \gamma)$, and therefore that $\lim_{m \to \infty} p_m = \gamma$.

Finally we argue that $\gamma = 1/\mu$. We can show this by considering
\[
C(N, J) := \mathbb{E}[\{S_n \cap [N, J]\}],
\]
the mean number of times that $(S_n)$ intersects some interval $[N, J]$. Since the $p_m$ converge, for fixed $J$ we may use linearity of expectation to choose $N$ large enough to guarantee that $C(N, J) \in \mathbb{F} \pm \epsilon$ for any given $\epsilon > 0$. On the other hand, by considering the $(S_n)$ as "restoring" when they reach the epoch preceding $N$, we may use the central limit theorem to argue that $C(N, J) \in \frac{1}{\mu} \pm O(J^{2/3})$.

Taking the limit as $J$ becomes large yields $\gamma = 1/\mu$. \qed

With this lemma in hand, we are ready to analyze the distribution of $Y_N$ in the limit.

**Proof of Theorem A.2.** First, we claim that we may assume without loss of generality that the gcd of the supports of $X^1, \ldots, X^D$ is $g = 1$. To see this, define new integer random variables $X^1 = X^1/g, \ldots, X^D = X^D/g$. If the claim holds for $X^1, \ldots, X^D$ then since $Y_{g\mathbb{N}} = g\tilde{T}$ it follows that
\[
\lim_{n \to \infty} \mathbb{E}[Y_N] = g \lim_{n \to \infty} \mathbb{E}[Y_N'] = \frac{\sum_j \mathbb{E}[\frac{g^2}{(X^j)^2}] + \mathbb{E}[\frac{(X^j)^2}{g^2}]}{\mathbb{E}[\tilde{T}]} = \frac{\mathbb{E}[(X^j)^2]}{\mathbb{E}[X^j]}
\]
and the general claim is proven.

For a fixed threshold $N$, we are interested in the event that both $Y_N$ is a copy of $X^r$ and that $Y_N = k$. Then
\[
\Pr(\xi_\tau \wedge Y_N = k) = \Pr\left(\bigvee_{n=1}^{\infty} (\xi_\tau \wedge X_n = k \wedge S_{n-1} \in \{N-k, N\})\right)
\]
\[
= \Pr \left[ \lim_{N \to \infty} (X^r = k \land S_{nD+\tau-1} \in [N-k, N]) \right]
\]
\[
= \sum_{n=1}^{\infty} \Pr [X^r = k \land S_{nD+\tau-1} \in [N-k, N]].
\]
\[
= \Pr [X^r = k] \sum_{n=1}^{\infty} \Pr [S_{nD+\tau-1} \in [N-k, N)].
\]
\[
= \Pr [X^r = k] \mathbb{E} [\{n \in \mathbb{N} : S_{nD+\tau-1} \in [N-k, N]\}]
\]
\[
= \Pr [X^r = k] \sum_{m=N-k}^{N-1} \mathbb{E} [\{n \in \mathbb{N} : S_{nD+\tau-1} = m]\}]
\]

It follows that
\[
\lim_{N \to \infty} \Pr [\xi^r \land Y_N = k]
\]
\[
= \Pr [X^r = k] \lim_{N \to \infty} \sum_{m=N-k}^{N-1} \Pr [m \in \{S_{nD+\tau-1}\}]
\]
\[
= \Pr [X^r = k] \frac{k}{\mathbb{E}[Z]].
\]

where the last equality holds by passing the limit through the sum and applying Lemma A.3 to \(Z\) in order to conclude that each of the probabilities on the right hand side approaches \(1/\mathbb{E}[Z]\). Therefore,
\[
\lim_{N \to \infty} \Pr [Y_N = k] = \sum_{r} \lim_{N \to \infty} \Pr [\xi^r \land Y_N = k]
\]
\[
= \frac{k}{\mathbb{E}[Z]} \sum_{r} \Pr [X^r = k].
\]

We conclude that
\[
\lim_{N \to \infty} \mathbb{E}[Y_N] = \frac{1}{\mathbb{E}[Z]} \sum_{r} \sum_{k} k^2 \Pr [X^r = k] = \frac{\sum_{r} \mathbb{E}[(X^r)^2]}{\mathbb{E}[Z]}.
\]

\[\square\]

### C PLOTS FOR CIVIC DUTY ACHIEVERS

The following two plots show the \(\beta\) deviation that was learnt for the Civic Duty population of users (25, 314) and the mean plot of actions for the groups inferred from the plot of \(S_u\) (with the same thresholds as in the paper for the Electorate group).

**Figure 7:** Expected deviation from a user’s preferred distribution \(P_u\) for Civic Duty.

**Figure 8:** Mean number of actions per day for users who are grouped by the magnitude of their steering strength parameters (S) from the Civic Duty badge.