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Computer Vision lll

Some of the material modified from Lampert, examples from Kohli, Ladicki, Gould, Koller, Zhu..

* Last time: Computer vision tasks as massive
search problems

f(x) =y = argmax,ey g(x,y)
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* Detection: f: X = Y U =all possible positions
(and scales) of object

-

* Foreground/background segmentation: f: X = Y
Y = all possible 0/1 labelings of image {0,1}"

* Labeling: f X-1Y Y=all p055|ble Iabellngs of
image {1, ..., L}"

* Pose estimation: f: X’ = Y 7Y = all possible poses

(u,v,0,s) ofimage {1, ..., P}¥

f(x) =y" = argmaxycy g(x,y)

* Detection: f: X = Y Y = all possible positions (and scales) of object

gx,y) =w.o(x,y)

* Foreground/background segmentation: f: X = Y Y = all possible
0/1 labelings of image {0,1}"

* Labeling: f: X - Y Y = all possible labelings of image {1, ..., L}"

* Pose estimation: f: X = Y Y = all possible poses (u, v, 8, s) of
image {1, ..., P}¥

Energy models:
glx,y) = Z 9:(x, y1) + Z 9i,; Vi, ¥y, x)
i= iL,JEN (i)

Probabilistic models:

1 1
p(ylx) = EEXD(Q(XJJ/)) =El_[¢i(x,%) 1_[ Vi i yi)
i,j linked
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* Exact algorithms on tree-structured graphs
— Message passing
— Max-product: compute y*
— Sum-product: estimate marginals p(y;|x)

* Approximate on non-tree graphs: e.g., Loopy
BP

* Today: Exact and approximate solutions on
non-tree graph in vision

Assumptions for exact solution

Using min instead of max

n
glx,y) = zgi(x» yi) + Z 9:; (Vi yj,x)
i=1 i, jEN ()
* y; binary
9i(.) =20
* 9ii(viy;) = 9i;(yj, i) = 0if y; # y;
* 9ii(vi.y;) = 9ij(yjvi) = 0ify; = y;



3/28/2012

Exact solution

* Exact solution with mincut
* Optimal labeling of original minimization problem

Example: Binary segmentation

9(x,y)
n

= Z —logp(yi|x;) + 4 Z U(xi:xj)[yi # ¥jl
i=1 LjEN ()

x; = color at pixel i
2
U (i 7) = el

A controls the level of smoothing

[Example from Blake 2004]
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A small A large A very large

[Example from Blake 2004]

More general condition

* Regularity:
- 9:5(0,0) + g;;(1,1) < g;;(0,1) + g;;(1,0)

— Problem can be solved exactly as graph cut iff g is
regular



Example

generate the best segmentation

Oolfyl=OlEVfg
OOifyi=1iEng

« 9i(x,y) = 0ify; = 1i ¢ Vpy
prxi) e
log—pb(xi) +aify; =010 & Vg

* As before: g;; = U(xi,x,-)[yi * }’j]

Given initial hypothesis foreground/background: Vs, Vg,

Related to algorithms for interactive segmentation

Exa m p I € Object Plausibility
higher
&1
=
o
) D?gree of“f?regroun‘d bias> . W
sl 2

[Carreira and
Sminchisescu, 2010]
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Approximate solutions: Neighborhood
search

* No exact solutions for non-binary labels

* Optimize only in local subsets of search space
so that exact solution can be found in each
subset

af-swap

* Subset: Yup(2) ={ys.t.yi =2z if z; &
{a,B},y; € {a, B} otherwise}

* New binary problem:
— Given current estimated solution z

— Find the best assignment of labels o and fto
those sites of z that are aor f8

* Alternatively: Binary “label”: swap/no-swap
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* Example: 5 labels

.
A

[Example from Christoph Lampert]

t+

y* = argminyeqy

ap(yt)

Z gi(x,yf) + z 9i(x, ;)

vie{a,p} vi€{a,p}
9i; (i, yf,x) + Z 9i; (v ¥f . x)
vie{a,plyfé{a.p} vielaply|e{a,B}
9ii (v v x) + z 9 (v 3 %)
viela.plyje(ap) yielaplyje{ap}
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t+

y

! = argmlnvE'U ac
wptr]

vf#(ﬂ £

gi(xyf) Z g:(x, ;)

vl.tl:(ry R

vie{a,p)yfe(ap)

9ij (yit:)’jt; x) + Z gij(yi’yf'x)

vi (B} e{a.B)

yi¢{a,Blyje(ap}

95 (¥ uypx) Z 9i; (v v, x)

yieaBlyfe(ap)

Constant terms: Ignore
Unary terms: ., ccqpy Mt (%, Zk)
Binary terms: Y., c(q p}.2,6(a,8) Mkt (Zi 21, %)

* Iterate over all off
* Optimal at each step

gij(a,a) + gi;(B,B) < gij(a,B) + g;;(B, a)

* No guarantee

* In practice: Close to optimal in many problems

in general for global solution

Example from [Kolmogorov et al.]

3/28/2012



Generalization: Higher-order potential
* Restricting to pairwise interactions greatly reduces the
effectiveness of the model

* We'd like to represent consistency of labels over larger
patches or regions of the image

* Replace:
n
glx,y) = z gi(x,y;) + Z 9:;(yi, 5, %)
i=1 LJEN (i)
By
n
glx,y) = Z gi(x,y;) + Z Ie Ve x¢)
i=1

ceC

Generalization: Higher-order potential

* Restricting to pairwise interactions greatly reduces the effectiveness of the model
* We'd like to represent consistency of labels over larger patches or regions of the

image
n
9@ =D G+ Y gelerxe)
=1 ceC
9eVer Xc)
Example: C =
superpixels [Example
from
Christoph
Lampert]
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¢ g(x, y) = ?:1 9i (x, yi) + ZCEC IeVerxc)
Pairwise Potts
9ij(vi. v x) > 0if y; #
9ij(iy,x) =0ify; = y;

P™ Potts

gc(yc: xc) = Y,ify; # Vi forsomei,j € c
9cVerxe) =y ify; = kforalli € ¢

Yo > 14

aff expansion still polynomial with P™ Potts model

[Kohli et al., CVPR 2007]

Example

0 ify; =y; =kforalli,jec
|| (Efﬁ +6"G(c)) ify; # yjforsomei,j€c

' 2
G(c) =exp —E-}gnzfec'(ui;] )=l

Variance of feature over region

Region quality

[Kohli, Ladicky, Torr, 1JCV 2009]
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Example
0 if yi =y, = k forall i
lel® (@) +6,G(©) if y; # y; for some i,

13 (F (i) — )2 ||)

/(_},(c) =exp (—eg "

Region quality varjance of feature over region

* Darker = higher quality

Robust model
* Enforcing that all the pixels in ¢ have the same label is to

strict
* g, will switch from 0 to ¥;,ax @s soon as one label disagrees

* Allow some labels to disagree, with some penalty
ify; # y; forsomei,j €c
| .
N; (Xc)gymax if Ni(xc) < Q.

9c — .
‘ Ymax otherwise,

N; (x.) = number of pixels in ¢ who disagree with the
majority label

[Kohli, Ladicky, Torr, 1JCV 2009]
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Robust model
* Enforcing that all the pixels in ¢ have the same label is to

strict
* g, will switch from 0 to ¥;,ax @s soon as one label disagrees

* Allow some labels to disagree, with some penalty
if y; # yj for somei,j € c

g = {Ni(xc)éymax if N;j(x;) < Q.

Vmax otherwise,
Vmax — T Tmax
0 Ye(xc) o
0 1 0 1 Q

Ni(xc) -

-L- Y

Unary terms g; (. Jonly Superpixels
: --
o
\ 2
Superpixels Pairwise terms only g;;(.)  Large clique model P

[Kohli, Ladicky, Torr, 1JCV 2009]

Sky
Bird
Road
(g)

Robust model
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Chair

Bird

(b) Pairwise CRF (¢) Robust Pn Model (d) Ground Truth

Approximate solutions: Relaxation

* Solve the problem in 2 2 Y to get bound on
the original problem

* (Common) example: LP formulation

14
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Ui binary indicator variable with L possible
values:

u;(z) =1ify; = z,0 else
* W;j binary indicator variable with L X L
possible values:

* .uij(zirzj) =1 lfyl = Zj yj = Zj,O else

=3
" Us H1g HUs,10

Yio=1 -

n
glx,y) = Zgi(x,}’i) + z 9:; (i, v, x)
=1

i,JEN (i)
Zzgi(X.Z)#i(Z)'l‘ Z Z 9ij(z, 2", x)pij(z,2")
I z LJEN () z,z1

z 0i(D)ui(2) + Z 0ij(z,2)w;j(z,2")
1,z 1,z,z!
Need additional constraints on the larger set of variables:

Yoti(2) =1 Yowij(z,2") = wi(2)
Zz#ij(Z;Z') = #j(Z')

15
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o

relative energy

max Z 0;(z)u;(2) + Z’ 0ij(z, 2 )u;j(z,2')
st. X ui(2) =1 Y, ui(z2) = pi(2)
Yz1ij(z,2") = u;j(2)

NP-hard for x binary

Efficient solutions for the relaxed version
ui; €101 p; €[01]

Optimality??

Many efficient solvers for relaxed LP problem
Tight solution |f the graph has no cycles . [Wainwright and
If regular, fractional solutions cannot be optimal Jordan, 2008]

Useful approach in practice, depending on problem

Example task

=8= our method
BP

-~ QPBOP

=f= TRW-S

ok
»
=4
@

S
ES

2

relative energy
e 9
n

relative energy
o o
[N

=

o2

coupling strength coupling strength ‘ coupling strength

(a) p=1% (b) p=25% (c) p=50%

[Komodakis and Paragios, ECCV 2008]
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Example

* Inference over graph of regions

D 9e00 + ) goer G yer)
c c,cr

> 9000 + D geer U Kt (k)
k.

iLir,c.cr

Site(k) =1 Sy pieer(k, k') = pe(l)
Zk .uccr(k: k’) = #c(k’)

e Ve)
Geo' OVer Ve

Kumar&Koller,CVPR10

Problem

* Afixed set of regions is not going to work
* Need to use many candidate segmentation

Bad Good

Kumar&Koller,CVPR10
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Example

Use a large set of (overlapping) segmentation of
the image

Special label 0 to indicate that a region does not
have a label

Need to add coverage constraint: a pixel belongs
to exactly one labeled region

For all pixels p: ZpEch 1[,lc(i) =1

N\

Note: all the previous sums are from 0

to L. Thisoneisfrom1ltoL. Kumar&Koller, CVPR10

e Solved with relaxed LP

* Graph has cycles 2 Need modification
(adding constraints on triplets of regions)

Pixel Intersectlon Bestsegmentatlon Sampllng LP

Wsky  Mtee  Wroad  [Woress Wweter Wlodg  Wlmntn [l7g obj.

Kumar&Koller,CVPR10
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Approximate solutions: Sampling

* Rejection
* Importance

mm) « MICMC
m=) « Gibbs

* Sequential (particles)

e Exact solutions

* Approximate solutions:
— Neighborhood search
— Relaxation
— Sampling
* Using larger supports and inference over sets
of regions
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