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Reasoning with uncertainty IV 

• Arbitrary connections between state and observation variables at any time t 
1. Replicate over time (unroll)  General graph, can’t do exact inference  directly (in general) 
2. Collapse state variables wrt observed  KD state tables in general 

• In the discrete case, DBN <=> HMM but note the complexity issue 
• Alternative 

– Sampling 
– Variational, Assumed density 
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Approximate inference 
• In general: Cannot compute P(Xi) or P(X1,..,Xn) 

directly 

• Need to use approximation 
– Sampling 

– Define tractable simpler P’ and find approximation 
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Sampling 

• First (simple and silly) example on a couple of 
Bayes nets 
– Ancestral and likelihood sampling 

• General techniques 
– Rejection  

– Importance 

– MCMC  

– Gibbs 

– Sequential (particles) 

 

Approximate Method: Sampling 
• General idea: 

– It is often difficult to compute and represent exactly the probability 
distribution of a set of variables 

– But, it is often easy to generate examples from the distribution 

x1 x2.......................xm 

T T F T F F…T F 

T F T T T F…T T 

F T T F F F…T F 

……. 

F F F T F T…F T 

P 

For a large number of samples,  

P(X1=x1,X2=x2,…,Xm = xm)  

is approximately equal to: 

# of samples with  
X1=x1 and X2=x2 …and Xm = xm 

Total # of samples 
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Sampling Example 
• Generate a set of variable assignments with the same distribution 

as the joint distribution represented by the network 

Cloudy 

Rain 

Wet Grass 

Sprinkler 
S  R P(W = True) 

T  T 0.99 

T  F 0.90 

F  T 0.90 

F  F 0.01 

C P(R = True) 

T 0.80 

F 0.20 

C P(S = True) 

T 0.10 

F 0.50 

P(C) = 0.5 

Cloudy 

Rain 

Wet Grass 

Sprinkler 

S  R P(W = True) 

T  T 0.99 

T  F 0.90 

F  T 0.90 

F  F 0.01 

C P(S = True) 

T 0.10 

F 0.50 

P(C) = 0.5 

Sampling 
1. Randomly choose C.            C = 

True with probability 0.5                           
 C = True 

 

2. Randomly choose S.             S = 
True with probability 0.10                                   
 

 

3. Randomly choose R.            R = 
True with probability 0.80                                   
 

 

4. Randomly choose W.           W = 
True with probability 0.90                        
 

C S R W 

T 

C P(R = True) 

T 0.80 

F 0.20 
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Cloudy 

Rain 

Wet Grass 

Sprinkler 

S  R P(W = True) 

T  T 0.99 

T  F 0.90 

F  T 0.90 

F  F 0.01 

C P(S = True) 

T 0.10 

F 0.50 

P(C) = 0.5 

Sampling 
1. Randomly choose C.            C = 

True with probability 0.5                          
 C = True 

 

2. Randomly choose S.             S = 
True with probability 0.10                                   
 S = False 

 

3. Randomly choose R.            R = 
True with probability 0.80                                   
 R = True  

 

4. Randomly choose W.           W = 
True with probability 0.90                        
 W = True 

C S R W 

T F 

C P(R = True) 

T 0.80 

F 0.20 

Cloudy 

Rain 

Wet Grass 

Sprinkler 

S  R P(W = True) 

T  T 0.99 

T  F 0.90 

F  T 0.90 

F  F 0.01 

C P(R = True) 

T 0.80 

F 0.20 

C P(S = True) 

T 0.10 

F 0.50 

P(C) = 0.5 

Sampling 
1. Randomly choose C.            C = 

True with probability 0.5                          
 C = True 

 

2. Randomly choose S.             S = 
True with probability 0.10                                   
 S = False 

 

3. Randomly choose R.            R = 
True with probability 0.80                                   
 R = True  

 

4. Randomly choose W.           W = 
True with probability 0.90                        
 W = True 

C S R W 

T F T 
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Cloudy 

Rain 

Wet Grass 

Sprinkler 

S  R P(W = True) 

T  T 0.99 

T  F 0.90 

F  T 0.90 

F  F 0.01 

C P(R = True) 

T 0.80 

F 0.20 

C P(S = True) 

T 0.10 

F 0.50 

P(C) = 0.5 

Sampling 
1. Randomly choose C.            C = 

True with probability 0.5                          
 C = True 

 

2. Randomly choose S.             S = 
True with probability 0.10                                   
 S = False 

 

3. Randomly choose R.            R = 
True with probability 0.80                                   
 R = True  

 

4. Randomly choose W.           W = 
True with probability 0.90                        
 W = True 

C S R W 

T F T T 

Problem with Sampling 
• Probability is so low for some assignments of variables that 

that will likely never be seen in the samples (unless a very 
large number of samples is drawn). 

• Example: P(JohnCalls = True | Earthquake = True) 

Burglary Earthquake 

JohnCalls MaryCalls 

Alarm 

P(B=True) = 0.001 

P(E=true) = 0.002 

B  E P(A = True|B=b,E=e) 

T  T 0.95 

T  F 0.94 

F  T 0.29 

F  F 0.001 

A P(J = True|A=a) 

T 0.90 

F 0.05 

A P(M = True|A=a) 

T 0.70 

F 0.01 



2/1/2012 

7 

Problem with Sampling 
• Probability is so low for some assignments of variables that 

that they will likely never be seen in the samples (unless a 
very large number of samples is drawn). 

• Example: P(JohnCalls = True | Earthquake = True) 

Burglary Earthquake 

JohnCalls MaryCalls 

Alarm 

P(B=True) = 0.001 

P(E=true) = 0.002 

B  E P(A = True|B=b,E=e) 

T  T 0.95 

T  F 0.94 

F  T 0.29 

F  F 0.001 

A P(J = True|A=a) 

T 0.90 

F 0.05 

A P(M = True|A=a) 

T 0.70 

F 0.01 

P(E=True) is so small that it is unlikely that we 
will draw many samples with E=True  Ns/Nc 

is a poor approximation of P(JohnCalls = True | 
Earthquake = True)  

Solution: Likelihood Weighting 

• Suppose that E2 contains a variable assignment of 
the form Xi = v 

• Current approach: 
– Generate samples until enough of them contain Xi = v 
– Such samples are generated with probability              
–  p = P(Xi = v | Parents(Xi)) 

 

• Likelihood Weighting: 
– Generate only samples with Xi = v 
– Reject samples with Xi != v 
– Weight each sample by  = p 
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Cloudy 

Rain 

Wet Grass 

Sprinkler 

S  R P(W = True) 

T  T 0.99 

T  F 0.90 

F  T 0.90 

F  F 0.01 

C P(R = True) 

T 0.80 

F 0.20 

C P(S = True) 

T 0.10 

F 0.50 

P(C) = 0.5 

Likelihood Weighting 

Example: Suppose that 
we want to compute 
an inference with 

E2 = (Sprinkler = True , 
Wet Grass = True) 

Cloudy 

Rain 

Wet Grass 

Sprinkler 

S  R P(W = True) 

T  T 0.99 

T  F 0.90 

F  T 0.90 

F  F 0.01 

C P(S = True) 

T 0.10 

F 0.50 

P(C) = 0.5 

Likelihood Weighting 
1. Randomly choose C.            C = 

True with probability 0.5                           
 C = True 

 

2. Randomly choose S.             S = 
True with probability 0.10                                   
 

 

3. Randomly choose R.            R = 
True with probability 0.80                                   
 

 

4. Randomly choose W.           W = 
True with probability 0.90                        
 

C P(R = True) 

T 0.80 

F 0.20 

 = 1.0 
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Cloudy 

Rain 

Wet Grass 

Sprinkler 

S  R P(W = True) 

T  T 0.99 

T  F 0.90 

F  T 0.90 

F  F 0.01 

C P(S = True) 

T 0.10 

F 0.50 

P(C) = 0.5 

Likelihood Weighting 
1. Randomly choose C.            C = 

True with probability 0.5                           
 C = True 

 

2. Randomly choose S.             S = 
True with probability 0.10                                   
 

 

3. Randomly choose R.            R = 
True with probability 0.80                                   
 

 

4. Randomly choose W.           W = 
True with probability 0.90                        
 

C P(R = True) 

T 0.80 

F 0.20 

 = 1.0 

C is not one of the evidence 
variables, so we take a 

random sample as before 

Cloudy 

Rain 

Wet Grass 

Sprinkler 

S  R P(W = True) 

T  T 0.99 

T  F 0.90 

F  T 0.90 

F  F 0.01 

C P(S = True) 

T 0.10 

F 0.50 

P(C) = 0.5 

Likelihood Weighting 
1. Randomly choose C.            

C = True with probability 
0.5                                  C = 
True 
 

2. Set  S = True 
 

3. Randomly choose R.            
R = True with probability 
0.80                                    
R = True  
 

4. Randomly choose W.           
W = True with probability 
0.90                         W = 
True 

C P(R = True) 

T 0.80 

F 0.20 

 = 1.0 x 0.10 
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Cloudy 

Rain 

Wet Grass 

Sprinkler 

S  R P(W = True) 

T  T 0.99 

T  F 0.90 

F  T 0.90 

F  F 0.01 

C P(S = True) 

T 0.10 

F 0.50 

P(C) = 0.5 

Likelihood Weighting 
1. Randomly choose C.            

C = True with probability 
0.5                                  C = 
True 
 

2. Set  S = True 
 

3. Randomly choose R.            
R = True with probability 
0.80                                    
R = True  
 

4. Randomly choose W.           
W = True with probability 
0.90                         W = 
True 

C P(R = True) 

T 0.80 

F 0.20 

 = 1.0 x 0.10 

S is one of the evidence 
variables, so we fix its value 

without sampling 

At the same time, we update the 
current weight of the sample by 

P(S = True | C) 

Cloudy 

Rain 

Wet Grass 

Sprinkler 

S  R P(W = True) 

T  T 0.99 

T  F 0.90 

F  T 0.90 

F  F 0.01 

C P(R = True) 

T 0.80 

F 0.20 

C P(S = True) 

T 0.10 

F 0.50 

P(C) = 0.5 

Likelihood Weighting 
1. Randomly choose C.            

C = True with probability 
0.5                                  C = 
True 
 

2. Set  S = True 
 

3. Randomly choose R.            
R = True with probability 
0.80                                    
R = True  
 

4. Randomly choose W.           
W = True with probability 
0.90                         W = 
True 

 = 1.0 x 0.10 
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Cloudy 

Rain 

Wet Grass 

Sprinkler 

S  R P(W = True) 

T  T 0.99 

T  F 0.90 

F  T 0.90 

F  F 0.01 

C P(R = True) 

T 0.80 

F 0.20 

C P(S = True) 

T 0.10 

F 0.50 

P(C) = 0.5 

Likelihood Weighting 
1. Randomly choose C.            

C = True with probability 
0.5                                  C = 
True 

 

2. Set  S = True 

 

3. Randomly choose R.            
R = True with probability 
0.80                                    
R = True  

 

4. Set W = True 

 = 1.0 x 0.10 x 0.99 

Cloudy 

Rain 

Wet Grass 

Sprinkler 

S  R P(W = True) 

T  T 0.99 

T  F 0.90 

F  T 0.90 

F  F 0.01 

C P(R = True) 

T 0.80 

F 0.20 

C P(S = True) 

T 0.10 

F 0.50 

P(C) = 0.5 

Likelihood Weighting 
1. Randomly choose C.            

C = True with probability 
0.5                                  C = 
True 

 

2. Set  S = True 

 

3. Randomly choose R.            
R = True with probability 
0.80                                    
R = True  

 

4. Set W = True 

 = 1.0 x 0.10 x 0.99 

W is one of the evidence 
variables, so we fix its value 

without sampling 

At the same time, we update the 
current weight of the sample by 

P(W = True | S,R) 
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Cloudy 

Rain 

Wet Grass 

Sprinkler 

S  R P(W = True) 

T  T 0.99 

T  F 0.90 

F  T 0.90 

F  F 0.01 

C P(R = True) 

T 0.80 

F 0.20 

C P(S = True) 

T 0.10 

F 0.50 

P(C) = 0.5 

Likelihood Weighting 
1. Randomly choose C.            

C = True with probability 
0.5                                  C = 
True 

 

2. Set  S = True 

 

3. Randomly choose R.            
R = True with probability 
0.80                                    
R = True  

 

4. Set W = True 

C S R W 

T T T T w = 0.099 

New sample 

Weight associated with the sample. 
We increment the “number” of 

samples by : 
Nc  Nc + 
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Caveats 
• Burn-in: Takes a (unknown, possible long) 

amount of time to converge to p 

• Selection of q: Compromise between moving 
fast  through space and not rejecting too 
many samples 
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Sampling 

• First (simple and silly) example on a couple of 
Bayes nets 
– Ancestral and likelihood sampling 

• General techniques 
– Rejection  

– Importance 

– MCMC  

– Gibbs 

– Sequential (particles) 


