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A curious game 
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Iterated elimination ⇒ Unique NE at (up,left) 



Commitment is good 
• Suppose the game is played 

as follows: 
o Row player commits to 

playing a row 
o Column player observes the 

commitment and chooses 
column 

• Row player can commit to 
playing down! 
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Commitment to mixed strategy 

• By committing to a 
mixed strategy, row 
player can guarantee a 
reward of 2.5 

• Called a Stackelberg 
(mixed) strategy 
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Computing Stackelberg 
• Theorem [Conitzer and Sandholm, EC 2006]: 

In 2-player normal form games, an optimal 
Stackelberg strategy can be found in poly time 

• Theorem [ditto]: the problem is NP-hard when 
the number of players is ≥ 3 
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Tractability for 2 players 

• For each pure follower strategy t, we compute via 
the LP below a strategy for the leader such that 
o Playing t is a best response for the follower 
o Under this constraint, the leader strategy is optimal 

• Choose t* that maximizes leader value 
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Application: security 
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• Airport security: 
deployed at LAX 

• Federal Air Marshals 
• Coast Guard 
• Idea: 

o Defender commits to 
mixed strategy 

o Attacker observes and 
best responds  
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security games 
• Model due to [Kiekintveld et al., 

AAMAS 2009] 
• Set of targets T 
• Set of security resources Ω 

available to the defender (leader) 
• Set of schedules S ⊆ 2T 

• Resource ω can be assigned to one 
of the schedules in A(ω) ⊆ S 

• Attacker chooses one target to 
attack 

• Utilities depend on target and 
whether it is defended 
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Solving security games 

• Consider the case of S=T, i.e., resources 
are assigned to individual targets, i.e., 
schedules have size 1 

• Nevertheless, number of leader strategies is 
exponential 

• Theorem [Korzhyk et al., AAAI 2010]: 
Optimal leader strategy can be computed 
in poly time 
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A compact LP 
• LP formulation 

similar to previous 
one 

• Advantage: 
logarithmic in 
#leader strategies 

• Disadvantage: do 
probabilities 
correspond to 
strategy? 
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Fixing the probabilities 
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Fixing the probabilities 

• The probabilities cω,t 
satisfy theorem’s 
conditions 

• By 3, each matrix 
consists of {0,1} entries 

• Interpretation by 4: ω 
assigned to t iff 
corresponding entry is 1 

• By 1, we get a mixed 
strategy 

• By 2, gives right probs 
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Generalizing? 

• Schedules of size 2 
• Air Marshals domain has such 

schedules: outgoing+incoming 
flight (bipartite graph) 

• Previous apporoach fails 
• Theorem [Korzhyk et al., 

AAAI 2010]: (even bipartite) 
problem is NP-hard 
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Mechanism design! 

• A subfield of game theory that focuses on 
designing the rules of the game to achieve 
desirable properties 

• We will only cover a tiny fraction of the 
very basics of auction theory 
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Ad auctions 
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English auctions 
• Most well-known type of auctions 

o Ascending 
o Open cry  
o First price 

• Dominant strategy: successively bid slightly more than 
current highest bid until price reaches valuation 

• Susceptible to: 
o Winner’s curse: why doesn’t anyone else want the good at the 

final price? 
o Shills: work for auctioneer and drive prices up 
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Other boring auctions 

• Dutch 
o Auctioneer starts at high price 
o Auctioneer lowers price until a bidder makes a bid at 

current price 
• First-price sealed-bid auction 

o Bidders submit sealed bids 
o Good is allocated to highest bidder 
o Winner pays price of highest bid 

• Bids generally do not match valuation! 
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Vickrey auction 

• Bidders submit sealed bids 
• Good is allocated to highest bidder 
• Winner pays price of second highest bid!! 
• Amazing observation: bidding true 

valuation is a dominant strategy!! 
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Truthfulness: bidding high 

• Three cases based on highest 
other bid (blue dot) 

• Higher than bid: lose before 
and after 

• Lower than valuation: win 
before and after, pay same 

• Between bid and valuation: 
lose before, win after but 
overpay 

20 
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Truthfulness: bidding low 

• Three cases based on highest 
other bid (blue dot) 

• Higher than valuation: lose 
before and after 

• Lower than bid: win before 
and after, pay the same 

• Between valuation and bid: 
win before with profit, lose 
after 
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sequential auctions are bad 

• A computer and screen are sold in two Vickrey 
auctions 

• Each is worthless alone but together their value 
to you is $500 

• What should bid in the first auction?  
o Say you bid $200 and lose to a $300 bid; the screen 

may sell for $50 
o Say you bid $200 and win; the screen may sell for 

$500 
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Combinatorial auctions 
• Bidders submit bids for subsets of goods 
• Example: 

o ({A, C, D}, 7) 
o ({B, E}, 7) 
o ({C}, 3) 
o ({A, B, C, E}, 9) 
o ({D}, 4) 
o ({A, B, C}, 5) 
o ({B, D}, 5) 

• What is the optimal solution? 
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Winner determination 

• Allocate to maximize social welfare 
• Consider the special case of single minded 

bidders: each bidder i values a subset Si of 
items at vi and any subset that does not 
contain Si at 0 

• Theorem (folk): optimal winner 
determination is NP-complete, even with 
single minded bidders 
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np-hardness+pic 
• INDEPENDENT SET (IS): given a 

graph, is there a set of vertices of 
size k such that no two are 
connected? 

• Given an instance of IS: 
o The set of items is E 
o Player for each vertex 
o Desired bundle is adjacent edges, 

value is 1 
• A set of winners W satisfies Si∩Sj 

for every i≠j∈W iff the vertices in 
W are an independent set 
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1: {a,c,d} 
2: {a,b} 
3: {b,c} 
4: {d} 



Final remarks 

• Vickrey auction can be generalized to yield a 
truthful mechanism (VCG) for combinatorial 
auctions 

• Requires optimally solving the winner 
determination problem 

• Resorting to approximation is no longer truthful 
• Tons of research on practical algorithms for 

solving CAs, and on approximation algorithms 
that are truthful 
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